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Reforming Intuition Pumps:  When are the Old Ways the Best?
1.  Introduction


This is a paper on philosophical methodology.  I do not think one should expect arguments on such a topic to convince every working philosopher, so it is wise to aim one’s points about methodology at one group or another.  This paper is directed at philosophers who accept a meta-philosophical view I will call wide-tent traditionalism.  Wide-tent traditionalists are interested in philosophically studying the nature of things in the world that are not just concepts or word meanings.  In ethics, for example, we want to know what goodness itself is, not just about the structure of our concept of goodness; a wide-tent traditionalist who studies causation would be interested in an actual relation, and not only in how we think about causation.  If understanding our concept of goodness were helpful for learning about goodness itself, or understanding the psychological underpinnings of our causal judgments was useful for learning about the actual relation, then a wide-tent traditionalist would engage in conceptual analysis, but as a means to the end of understanding a non-conceptual thing.  Wide-tent traditionalism also involves holding that humans are a source of evidence for at least some of these philosophical projects, providing some data that currently cannot be obtained from any other source.  On this view, useful human-provided data is not limited to reports of perceptual experiences, since such data can generally be obtained using non-human instruments.


To be a wide-tent traditionalist, one need only think that humans are one currently irreplaceable source of data about some philosophically interesting, non-conceptual and non-linguistic, things.  Thus, the tent is wide enough to cover those who, like Lawrence BonJour (1998), George Bealer (1998), and Michael Huemer (2001, 2005), believe that trust in human intuitions is necessary to avoid something like skepticism about almost all philosophical topics, as well as those like Jonathan Weinberg (2010) or myself, who think that intuitions are currently indispensible for some, but perhaps not all, areas of philosophy.
  If you are looking into theories of the nature of good, or rights, or knowledge, or justification, or causation, or substance, or fundamentality, (for example), all of which are areas where it seems that the topic of interest is something outside of any or all of our minds, and you think that the intuitions of some humans are useful data for your project – especially if you do not see how you can successfully pursue your project without this data – then you are in the tent as well.


Because I am talking to wide-tent traditionalists, I am not going to do much in the way of arguing for wide-tent traditionalism (and there are enough wide-tent traditionalists that I think the view deserves a presumption of being reasonable, if not correct).  But I will say something about why I think it’s a view worth engaging with.  I find it very hard to see how we are going to learn about things like right and wrong, or fundamentality, and so forth, without using human intuitions at some level.  Even if ultimately we hope to replace intuitions with some other type of data, I don’t see how we can reasonably identify what would replace intuitions without first trusting them to some extent (I also don’t currently see plausible candidates to replace intuitions in every domain of philosophy).  Of course, the fact that we can’t learn about some topic without using some source of “data” doesn’t mean that that source is a good source – this might instead show that we can’t learn about that topic.  But intuitions are at least a minimally decent source of data, as they give us at least prima facie justification for beliefs about non-conceptual and non-linguistic things.  I am convinced of this by arguments that intuitions have enough in common with perception that if perception is a source of prima facie justification, intuitions are as well (see e.g. Huemer, 2001), although I do think that intuition-based justification might be more easily defeasible, and more often defeated, than perception-based justification.  Finally, I am also swayed by empirically based arguments that intuitions are not just minimally decent, but can also be a good source of evidence about things outside of our heads (see e.g. Talbot, 2009).  In some cases our intuitive faculties do better at telling us about the world than our non-intuition based faculties; psychological research suggests that our intuitive faculties have access to information that our conscious minds cannot easily access, and that they process this information in some cases better than do our conscious minds.

But this isn’t a paper about the underpinnings of wide-tent traditionalism, but rather about its practices.  Wide-tent traditionalism is associated with a number of these, such as the use of philosophers’ intuitions as evidence, the making of deductive arguments based on this evidence, and the gathering of intuitions by eliciting reactions to often quite bizarre thought experiments.
  These practices have come under heavy criticism.  In this paper I will consider two calls for reform of traditional philosophical methodology, and I will argue that wide-tent traditionalists who endorse these reforms have good reasons to embrace other “old-fashioned” practices.  Specifically, I will argue that the commitment to using intuitions and to gathering them with bizarre thought experiments is rooted both in the tenets of wide-tent traditionalism and in empirical fact, and that improvements in other aspects of methodology only give more reasons to maintain these commitments.  Finally, I will briefly consider how to best employ these old-fashioned methods.  While my proposals will be based in wide-tent traditionalism, and will reaffirm some aspects of traditional wide-tent traditionalist methodology, I should warn you that I am pushing for reform and do think that those of us in the tent have some good reasons to do philosophy a bit differently than we currently do.

2.  Intuitions versus reasoned-to judgments


The experimental philosophy movement stems to some extent from worries about philosophers’ use of our own intuitions as data.  These worries are quite plausible even before considering the findings of experimental philosophers, since it’s hard to deny that our intuitions can sometimes be biased or unacceptably theory laden (I’ll return to this point at the end of this section, as some of the criticisms I will make of current experimental philosophy will also highlight reasons to mistrust philosophers’ intuitions).  Findings on differences between the intuitions of philosophers and lay people in areas like epistemology (Weinberg, et al, 2001), mind (Sytsma & Machery, 2010), and free will (Nahmias, et al, 2005) buttress the concern that our intuitions may reflect our own theoretical leanings.  Even if one dismisses this, it’s uncontroversial that our intuitions are fallible (or that we are fallible in determining which of our mental states are intuitions).  This fallibility means that we should be concerned about looking at very small samples of intuitions on any topic (e.g. looking only at our own or those of a few colleagues).  It’s also quite plausible that non-philosophers have about as much acquaintance as we do with at least some of the extra-mental things we are interested in studying, and so should be at least a decent source of evidence about them (for those that worry that non-philosophers’ intuitions are only barely decent evidence, the next section will discuss methodological reforms that address this).  So, we have reasons to look to others’ intuitions for data, and non-philosophers seem like a not-so-bad source of intuitions.  But wide-tent traditionalists who embrace the concerns of experimental philosophy about the use of philosophers’ intuitions should not completely embrace the methods of experimental philosophy as currently practiced.  This is because these methods have abandoned tradition for the worse in at least one way – they are quite often not well aimed at gathering intuitions.


Intuitions are occurrent mental phenomena with a certain phenomenology – they are seemings-to-be true of propositions that are not immediately based on the senses or explicit recollection – that are brought about by processes that intuitors have no direct or introspective access into.
  This last point is crucial:  intuitions are not judgments that come about through conscious reasoning, which I will call “reasoned-to judgments.”  Readers who do not already accept this will find evidence below.

When we consider the current practice of experimental philosophy, we see that philosophical experiments are almost always conducted so as to allow subjects to make and report reasoned-to judgments instead of intuitions.  There is nothing in the design of these experiments to prevent or discourage this, and since philosophical questions often seem to require careful thought, we should expect many of those who participate in experiments to reason before they respond.  Some experiments, in fact, are set up so as to encourage reflective judgment:  they present participants with long, challenging stimuli (e.g. Nahmias, et al, 2005), or give individual participants multiple contrasting stimuli to evaluate (e.g. Knobe & Fraser 2008, Knobe & Prinz 2008).  Research has shown that when a task seems difficult to a person, that person is more likely to engage conscious reasoning (Alter, et al, 2007), and when participants are given stimuli that contrast with each other, we should expect them to explicitly compare these stimuli (Greenwald, 1976).  And it turns out that subjects in experimental philosophy studies can sometimes be observed reasoning to their conclusions about prompts.
  The current practices of experimental philosophy thus are not well suited for clearly telling us about intuitions.


This is only a problem if wide-tent traditionalists have reasons other than habit or tradition to be interested in using intuitions, as opposed to reasoned-to judgments, as evidence.  We do.  The argument for this claim has two steps:  first, I will show that reasoned-to judgments are not the sort of evidence we should want to use, and second I will show that, of the non-reasoned-to judgments, wide-tent traditionalists have reasons to be especially interested in intuitions.  


The reasoned-to judgment that P is not the sort of evidence that P that philosophers should appeal to.  There are two types of reasoned-to judgments:  our own, and those of others.  A person’s own reasoned-to judgment that P does not provide her with evidence for P over and above the evidence on which her judgment that P is based (with one caveat, which I’ll explain in the footnotes).
  So, when considering our evidence that P, when P is the content of one of our reasoned-to judgments, we need to look to the evidence upon which the judgment was made.  To see this, consider the following case:  Fred has some evidence E that P is true.  E is such that a certain credence in P is warranted on the basis of it; for those who do not like talk of credences, we can instead say that E confers a certain level of justification for the belief that P.  Fred reasons on the basis of E to the conclusion that P, and thus forms a reasoned-to judgment that P.  If reasoned-to judgments were able to provide additional evidence for their contents, Fred would now have evidence beyond E for P.  Let’s call the evidence that includes that E+.  Since he has additional evidence, he can now raise his credence in P (or he is now more justified in believing that P).  That should be absurd enough.  But Fred can now reason on the basis of E+, and again come to the conclusion that P, which would give him more evidence that P; he could continue this sort of cycle until he has an arbitrarily high credence in P (or is as justified in believing P as he likes).  You might think this last move is cheating, since perhaps he hasn’t reasoned to a new conclusion on the basis of E+, and so this reasoning does not provide him with additional evidence for P.  Even so, Fred could do the following:  reason on the basis of E+ to P&P.  If his reasoned-to judgment that P&P provided evidence that P&P, then Fred would have more evidence for P&P than he does for P; he would now be more justified in believing P&P, or could rationally have a higher credence in P&P, than P.  This is absurd. So we know that arriving at the conclusion that P on the basis of some evidence E does not provide us with any evidence for P that outstrips E.


One might object to the above argument on the following grounds:  at the beginning of this section, I raised some concerns about philosophers’ intuitions, yet I’ve just given a case and used it to support claims like, “This is absurd.”  Aren’t I just appealing to philosophers’ intuitions here, and doesn’t that undermine my point?  I don’t see the argument above in this way, however.  While the points I make might be intuitive, they should also be plausible independent of our intuitions about Fred.  The claims I make about evidence and justification should be plausible because a notion of evidence or justification upon which anyone could be as justified as they like in any proposition more or less at will is not a useful or truth-tracking (or interesting) notion of justification, and so we have reason to think (independent of intuitions) that it is not the correct notion of justification.  Further, reasoning of the sort I describe will provably lead to unsuccessful decision-making in the long run; that should be a mark of poor reasoning.  Fred has also reasoned in ways that violate laws of probability and seem in conflict with propositional logic, and perhaps we don’t need intuitions to accept these.  And so I take it that we can see that the reasoning discussed in Fred’s case is unacceptable without needing to directly appeal to intuitions.

We’ve just seen that, when considering whether P is true, a philosopher should not look at her own reasoned-to judgments that P, but rather the reasons these judgments are based on.  As for the reasoned-to judgments of others, philosophers are always better off looking to the evidence they are based on, rather than using the judgments themselves in arguments.  This rests on two assumptions: that philosophers are generally superior to non-philosophers with regards to reasoning capability or access to resources (mostly time) to spend on reasoning in their areas of research, and that philosophers are all roughly equal with respect to both of these.  Given these assumptions, rather than using another person’s reasoned-to judgment that P as evidence that P, since we are at least as cognitively well off as the other, we should check their judgment against their evidence, or replace it with our own judgment from that evidence.
  Note that, if one accepts my assumptions, this is especially true for the reasoned-to judgments of non-philosophers.


So, wide-tent traditionalists should not be content with using reasoned-to judgments as evidence for philosophical claims; we should be trying to look to the evidence these judgments are based on.  This evidence is going to be from sense-based observation, introspection, memory, and/or intuition.  By stipulation, wide-tent traditionalists see humans as a currently irreplaceable source of philosophical data, which entails that they see sense-based observation as not being a sufficient basis for all philosophical theory building.  Were it, humans could be replaced as a data source by instruments (cameras, telescopes, etc).  Introspection does not seem to provide enough data for solving many philosophical problems.  These points also rule out relying simply on memories of observation or introspection.  And so, by elimination, wide-tent traditionalists should be interested in intuitions as data for philosophical theory building.


This argument-by-elimination to the conclusion that wide-tent-traditionalists should be interested in intuitions should be enough to establish the point, but let’s quickly consider a positive reason why intuitions might be uniquely interesting.  There are a number of views on how intuitions give us insight into philosophical questions.  One might, for example, think that our intuitions are generated by something like direct apprehension of philosophical facts (BonJour, 1998, says something along these lines).  Or our intuitions might be based on something like unconscious reasoning, drawing upon data stores to which we have no or little conscious access (Talbot, 2009, suggests something like this).  On either of these sorts of views, intuitions are how we become aware of certain kinds of philosophically important information, and thus they play a valuable role in philosophy.  


As illustration, contrast the following two cases:  Max is some kind of deontologist, and considers a case in which one can push a man in front of a trolley to save five people.  He recalls the theory he endorses, and carefully works through how it applies to this case.  Entirely on this basis, he comes to the conclusion that pushing the man would be wrong.  It would be illegitimate for him to say that this provides him additional evidence that his deontological theory is correct; the judgment that this is wrong (in this case) derives all of its force from whatever justifies his moral theory.  Jacqueline, on the other hand, considers the same case, and has the strong feeling, based on no reasoning, that pushing the man in front of the trolley would be wrong – she has an intuition.  Unlike with Max, it isn’t clearly illegitimate to see her as now having some evidence for a deontological theory of ethics that she previously did not have or was not aware of.


What follows from this is that wide-tent traditionalists have reason to be interested in intuitions rather than judgments based on conscious reasoning.  And wide-tent traditionalists who take the judgments of non-philosophers to be important have even more reason to be interested in intuitions, since non-philosophers are worse philosophical reasoners than we are.   This is not surprising, since philosophers have seen intuitions as being of interest for quite some time, but it’s something that many of those pushing for increased methodological sophistication in philosophy have disregarded.  Reformers of wide-tent traditionalism should adopt methods that are conducive to actually studying intuitions.


One might argue that there is no need to discuss how best to gather the intuitions (rather than reasoned-to judgments) of non-philosophers by arguing that the factors that make philosophers generally superior reasoners to non-philosophers also make us generally superior intuitors.  If that’s right, then perhaps we can just ask philosophers what their intuitions are, and can be confident that they won’t report their reasoned-to judgments.
  That would make the discussion in the later sections of this paper – on how to best gather intuitions from non-philosophers – moot. 


I don’t think this is right, because I do not think the factors that make philosophers better reasoners make us better intuitors, or, if they do, this difference is not enough to overcome the reasons for studying folk intuitions I gave at the beginning of this section.  The factors that make philosophers better (philosophical) reasoners than non-philosophers are 1) greater training, 2) greater motivation, and 3) greater time to spend reasoning.  (We might also be on average naturally smarter than non-philosophers in general, but not necessarily than identifiable groups of non-philosophers (college students, academics in other fields, etc)).  I have seen no evidence that motivation or time to think make intuitions more accurate, as long as intuitors have some minimum amount of each so that they pay attention to the cases they consider (I’ll discuss this concern more at the end of the paper).  The benefit of greater cognitive resources is that philosophers can consult a number of intuitions and reach reflective equilibrium; this does not make any of their individual intuitions more reliable.  And of course philosophers’ greater training, and their motivation to defend certain views, generates some of the key worries motivating calls for reform:  the concern is that our intuitions reflect our theoretical commitments, rather than the facts.


Note that this last point strengthens the concerns that I started the section with.  Once we really understand what intuitions are, then we start to see reasons to worry about appealing to our own (and other philosophers’) “intuitions.”  We’ve often thought so much about a topic that even if we can’t remember why we have the feelings we have about it, we can be pretty sure that at one point they were the product of conscious reasoning.  We don’t want to use these sorts of feelings as the basis of further theorizing, which gives us reasons to look to the intuitions of non-philosophers.  At the same time, this doesn’t mean that we should doubt our own intuitions across the board; intuitions on topics we haven’t thought about extensively are less likely to be based on prior reflection.  Ultimately, we should not be complacent about our practice:  we should do philosophy with the best evidence we can get, and we are not always the source of such evidence.


So, reformers of wide-tent traditionalist methods should develop practices that better gather the intuitions of non-philosophers.  This need arises in part from acknowledging that our intuitions are fallible.  The fact that we recognize intuitions as fallible also gives us reasons to modify the ways we use intuition-based data in arguments.  In the next section, I will consider a call for reform of wide-tent traditionalist methodology that focuses on just that; this is the call to move from deductive to inductive argumentation.  I will suggest that this sort of reform makes sense given that intuitions are fallible, but that inductive arguments (of the sort recommended by reformers) are susceptible to a particular kind of problem.  This, I will argue, generates a need to gather intuitions in a way that reduces the possibility of certain types of errors.
3.  Intuitions and induction


On a certain widespread approach to philosophy, philosophers have used intuitions as evidence to make or criticize deductive arguments.  Deductive arguments, if sound, guarantee the truth of the conclusion argued for; further, it is typical that each premise offered is necessary for the argument to work (although usually not for the conclusion to be true).  Since the focus of deductive arguments is on guaranteeing truth, and each premise is equally necessary for the argument, deductive arguments are not well suited to make use of the fact that one has such-and-such confidence in premise 1 but a different amount of confidence in premise 2, and tend not incorporate “helpful,” but not strictly-speaking necessary, premises.  When deductive arguments are based partly on intuitions, intuitions are thus seen either as giving premises that must be respected equally, or as needing to be explained away with some error theory (after which they are ignored).  Error theories are called for because of the all-or-nothing view of premises encouraged by deductive argumentation:  because premises are either part of an argument or not, and all those that are part of an argument are “equal members,” premises are only to be accepted or rejected.  Rejecting premises is a drastic enough move that it must be well motivated.  Premises that are not direct reports of intuitions are to be ignored if we can generate a single intuition that conflicts with them, again since there is no room for merely moderating our confidence in a premise (see Weatherson, 2003, for more on this approach). 


However, if we acknowledge that intuitions are fairly fallible, and that we can’t always tell with full confidence when they have failed, then we have good reason to be interested in using them in inductive arguments.  On these more inductive approaches to argument, intuitions provide data but the conclusion we argue for need not conform to each data point.  Some types of inductive arguments allow for weighted data; these allow for the use of data that we are not terribly confident about, and they let information about our confidence play a role in the argument as well.  When we make inductive arguments based on intuitions, we do not always have to offer error theories for those intuitions that are not reflected in the final theory that is argued for; if data is weighted, for example, some intuitions we are less confident in might be overridden by lots of other data, even if we cannot explain why these intuitions are false.


One example of an inductive approach to using intuitions comes from Alvin Goldman (2010).  He has pointed out that if intuitions are fallible but at least moderately reliable, we can arrive at conclusions with a high degree of certainty by treating intuitions as votes for or against propositions.  The more votes/intuitions we gather, the more certain we can be of the truth of the “winner” of the vote.  The conclusions we argue for in this way need not agree with every intuition generated, nor is an error theory required to explain the “loser” intuitions, as the vote tells us that they are wrong without needing to tell us why.  Alternately, wide-tent traditionalists might come to see theory building as a sort of inference to the best explanation.  Robin Hanson (2002) and Jonathan Weinberg (2010) liken this approach to fitting curves to data points, where the curve is a theory, and at least some of the data points are intuitions.  Since inferences to the best explanation are not required to precisely fit all of the given data, this approach is better suited for reasoning from fallible intuitions than deductive arguments using intuitions as premises.


The motivation behind these inductive approaches is stronger if we are interested in the intuitions of non-philosophers.  While the differences in attention, motivation, and training between philosophers and non-philosophers don’t disqualify non-philosophers from having useful intuitions, they do suggest that we should expect noticeable amounts of errors in the intuitions of non-philosophers due to inattention, misunderstanding, etc.  And so we really should use these in inductive arguments that do not require extremely reliable data; the two approaches mentioned are of that type.

Both of these approaches, and any inductive argument method I know of, are vulnerable to the same sort of problem:  lack of independence between the votes of subjects, or between the intuitions we use as data points.  This is acknowledged by Goldman (2010), Weinberg (2010), and Hanson (2002).  Independence is reduced when there is a fairly direct causal link between data points.  It is also reduced when data points are mutually caused or influenced by the same thing, where that mutual influence is not the subject matter of the data point.  For example, if Ted’s intuition about the morality of the death penalty is influenced by his hearing about Ed’s intuition, or if Ted and Ed’s intuitions are both influenced by their discussion with Fred rather than by consideration of the moral facts, the independence of their votes has been reduced.  With inductive arguments based on voting, (generally speaking) the less independent votes are of each other the less certain we can be that the winner of the vote is the correct answer.
  Very roughly, this is because non-independent votes do not count as separate votes, and so multiple non-independent votes for a proposition should not increase our credence in it.
  In curve fitting, or inference to the best explanation, randomly-distributed error in the data does not greatly affect the overall shape of the curve, or the content of the resulting theory, because generating the curve is roughly analogous to averaging the data, and random errors should (more or less) cancel each other out (being randomly distributed on either side of the true curve).  This is not the case, however, for systematic error.  And the less independence there is between data points, the more likely errors are to be systematic.


Independence is reduced when subjects communicate about the topic of research.  Studies show that communication can affect intuitions (e.g. Begg, et al, 1992), and since intuitors are not consciously reasoned to, intuitors have little access to the processes that form their intuitions, and thus cannot always tell when their intuitions are affected by communication.  The concern here is not that intuitors will phone each other up and talk about thought experiments.  Rather, it’s that situations similar to those presented in our thought experiments will be part of a more general social “discussion.”  For example, anyone with much experience of popular culture in the last twenty years has likely seen a number of portrayals of robots and artificial intelligences in various forms.  These portrayals likely inform our intuitions about robots and artificial intelligences.  It’s plausible that we are more apt than people of fifty years ago to see robots as “really” intelligent, and capable of experiencing a wide range of emotions and mental states.  Similar phenomena are plausible for thought experiments in other areas of philosophy; for example, teleporters are a key part of Star Trek, and a recent Batman movie involved the sort of moral dilemma one normally only sees in journal articles on ethics.  The wide exposure of people to such social “discussion” reduces the independence of their intuitions.


The above shows that social “discussion” of cases structurally similar to thought experiments can reduce the independence of intuitions.  Research on “exemplar effects” adds to this concern, showing that mere superficial similarities between intuition pumps and situations that have been socially “discussed” can have the same effect.  Exemplar effects occur when a person makes a judgment about some thing or situation based on its resemblance to some previously encountered thing or situation.  This is a problem when the resemblance is based partly on factors irrelevant to the judgment in question, or the resemblance-based judgment ignores relevant factors.  For example, imagine that Sally and Susie are in very similar circumstances, Sally performs an act that is outwardly like Susie’s, and Susie acted intentionally.  James might have a false intuition that Sally’s act is intentional based on the similarity between her act and circumstances and Susie’s act and circumstances, rather than based on consideration of Sally’s psychological state.  

Converging results from a number of psychological studies indicate that non-reasoned-to judgments sometimes exhibit problematic exemplar effects.
  And certain theories of intuitive judgments – theories that intuitions are the product of similarity-based associations – indicate this as well.
  The existence of exemplar effects shows how depictions of things or situations in popular media can reduce the independence of intuitions and cause systematic errors.  If a number of intuitors experience some person or scenario in the media that is superficially but (irrelevantly) similar to something in a thought experiment, they are likely to have similar intuitions based on these (irrelevant) similarities.


Given our historical difficulty at proving philosophical claims deductively, and the likely fallibility of intuitions, it makes sense for wide-tent traditionalists to incorporate inductive arguments based on intuitions into our repertoire.  However, once we do so, we have reasons to be concerned about the independence of the intuitions we use as data points.  Further, given that these data points should generally be intuitions, not reasoned-to judgments, we cannot easily detect a lack of independence, since intuitors cannot tell us how their intuitions came about.


What can we do to increase the independence of intuitions?  We should try to use unfamiliar, potentially bizarre, thought experiments.  The more novel an intuition pump is, the less likely it will be that an intuitor will have communicated with others about it, or that it will resemble previously encountered things or situations.  Bizarre thought experiments, in other words, are less likely to have been the topic of societal “discussion.”
  The use of bizarre thought experiments is nothing new in philosophy; the point here is that wide-tent traditionalists who embrace recent calls for inductive philosophical arguments have very good, empirically based, reasons to also embrace this old-fashioned approach to gathering the data used in these inductive arguments.

4.  Best practices for wide-tent traditionalist intuition pumping 

4.1.  How to gather intuitions

Once we admit that philosophers’ intuitions are fallible at all, and that there are reasons unique to our jobs that may exacerbate this fallibility, it makes sense for those of us in the wide-tent to revise and improve our practice through gathering data from non-philosophers and drawing conclusions from that data using statistical reasoning.  However, as we’ve seen, we should not abandon every aspect of traditional method.  So we should ask, how should we combine old and new?  How can we best gather intuitions, rather than other sorts of judgments, from non-philosophers?  How do we increase independence without causing other sorts of problems?


Psychologists have developed methods for gathering intuitive rather than reasoned-to judgments.  We should look to and adopt these whenever possible.  Two of note are requiring subjects to give relatively rapid judgments (e.g. Finucane, 2000, Dijksterhuis, 2004) and putting subjects under “cognitive load” – giving them something else to think about while they consider stimuli (see e.g. Kahneman & Frederick, 2002, Gilbert & Krull, 1988).  The idea behind these is that intuitive judgment is automatic and effortless – it occurs whether we want it to or not.  Consciously reasoned-to judgments are not.  When subjects are under time pressure or cognitive load, their conscious minds do not have the time or resources to devote to reasoning, and so whatever judgment is reported will be result of automatic, effortless processes.  There are a number of ways to place subjects under cognitive load, but they all involve giving subjects tasks to perform while they also consider the intuition pump and respond.  These include asking subjects to detect visual stimuli in a rapidly changing display (Gilbert & Krull, 1988), or asking subjects to retain a large number in memory during the experiment (Gilbert & Hixon, 1991).

 An obvious concern here is that if we distract subjects or require speeded responses, our subjects won’t actually attend to what they ought to – they may ignore crucial aspects of our thought experiments.  Distraction of the sort that suppresses conscious reasoning, however, does not have as detrimental an effect on attention to information as one might expect.  Evolution has given us non-conscious cognitive processes that are very fast and can deal with a great deal of information at once.  This has been demonstrated in a number of studies; I’ll just cite a couple.  In a study in which subjects listened to speeches on political topics, subjects under cognitive load generated different assessments of the speaker’s views (more accurate ones) than those not under load, but were equally (and very well) able to remember the content of the speeches (Gilbert & Krull, 1988).
  Other studies have given subjects so much information that their conscious cognitive capacities were overwhelmed, and shown that this information was still processed by subjects’ intuitive faculties (e.g. Betsch, et al, 2001; see Lewicki, et al, 1992 for an overview of a long line of research on this matter).  However, even if intuitive information processing while under cognitive load were diminished, we still need to suppress reasoned-to judgments in experimental participants, and so we would have reason to develop ways of presenting information to subjects that are easier to digest than those we currently use.  The idea that intuition pumps must be verbally presented thought experiments might represent a failure of imagination on our part; our intuitive cognition might deal better with non-verbal but visually presented data.

4.2.  Objection:  these aren’t the judgments we are looking for

Another concern about my suggestion is the following:  there are a number of sorts of non-reasoned-to judgments that might be gathered from people under cognitive load, and not all of them are philosophically useful.  Participants in philosophical experiments placed under cognitive load might just guess, rather than report intuitions.
  Alternately, one might think that the sort of intuitions we are interested in in philosophy are often based on consideration of more than just a single thought experiment; perhaps one has an immediate intuitive judgment about the case at hand, but upon considering a related case, their intuition about the first case changes (for the better, if this objection is to have any weight), and this change is not the result of conscious reasoning.  Cognitive load or time pressure might prevent people from considering the related cases.  Or one might think that useful intuitions require some effort to generate, and so cognitive load or time pressure would prevent people from producing this sort of intuitions.


Let’s consider these concerns one at a time.  I’ll start with the concern that putting experimental participants under cognitive load or time pressure might cause them to guess.  I should briefly say that guessing is (to some extent) unfairly maligned by many philosophers who write about intuitions.  Research on implicit learning and judgment shows that people can learn to answer very difficult questions without realizing that they have done so; their answers will seem to them to be guesses, but are actually caused by the learning they have done unconsciously (see, e.g. Lewicki, 1992).  But defending guesses as a source of philosophical evidence is not a battle I will try to win.  Instead, I’ll point out two things:  cognitive load and time pressure are used by psychologists in studies not to get participants to guess, but to get them to report judgments that are systematically produced by non-conscious cognitive processes.  I do not see why cognitive load and time pressure would not elicit guesses in psychological studies, but would in philosophical ones.  Finally, if we are concerned that people are guessing, we can test for that.  Guesses would be more or less random, or easily swayed by factors that have nothing to do with the judgment at hand.
  These would be manifested in certain ways in our data, and so can be detected.  Or we can look at the confidence participants report in their responses to determine if these responses are guesses, since we should expect people to have little confidence in their guesses.
 

Next let’s consider the concern that philosophically useful intuitions are not just generated by consideration of a single case but by consideration of multiple cases, where this consideration is somehow distinct from reasoning.  If that is right (I am not saying that it is), then we can try to predict what cases will be relevant from our own experience, and expose participants in experiments to all of these while they are under cognitive load.  This exposure should give participants what they need to have the right sort of intuition, and the cognitive load will stop them from reasoning about the cases and reporting the result of that.  If we are worried about their ability to take all of it in, we can do post-intuition checks to make sure they did process the relevant information; as I said above, participants should be able to pay sufficient attention to take in whatever information is needed (I’ll consider the concern that intuitions require something other than attention that is sapped by cognitive load below). If one worries that we cannot predict which cases should be considered in order to have the right intuitions, then we certainly cannot be confident of our own intuitions, since we couldn’t predict that we’ve considered the right cases.

Now, one might claim that having the right sort of intuitions about any one thought experiment requires consideration of so many other thought experiments that we cannot feasibly present all of them to experimental participants.  If so, that fact is both a well kept secret in philosophy and also quite worrisome.  I cannot think of a paper that says that one’s intuition about case (a) requires first having considered cases (b) through (n).  When multiple thought experiments are given in papers, this is supposed not to change one’s intuitions about any of the cases, but rather to change how one puts these intuitions together to form a theory.  If, however, it were common that having intuitions required consideration of a very great number of cases, we should be concerned.  That would be hard to distinguish from what would happen if our intuitions tended to conform to our theories over time.  If having the right intuition about case (a) requires consideration of so many other cases that we cannot show all of them to a single participant in a single sitting, then a single philosopher is unlikely to have considered all of them in a sitting either, but will have considered them over enough time to have tried putting together their disparate intuitions into a theory.  If the new intuition about the old case often didn’t conform to the theory they had generated, I think we would hear more about people rejecting theories on the basis of their changing intuitions about cases; but we do not.  Certainly this does not fit my experience. So, if consideration of more cases does changes our intuitions about earlier cases, it seemingly does so by making them fit better with the theories we generate as we go.  Those sorts of intuitions are not ones we should be interested in, because they seem to be just reports of what we’ve reasoned about.  And so either having intuitions does not require exposure to a great number of cases, or having the right sort of intuitions does not.

The final concern I raised is that there is some mental process that we use to generate philosophical intuitions that requires effort, and not just attention, but that is not a reasoning process.  Since (the claim would be) generating intuitions requires effort and not just attention, it cannot be done under cognitive load or time pressure, as these allow enough attention to process information but do not allow conscious cognitive effort.  Further, we’d have to stipulate that this process is not the process of recollection, which might meet these criteria (sometimes requiring effort but not reasoning) but cannot generate intuitions by definition.  If such a process were required, I wouldn’t know how to have a philosophical intuition, and I would be concerned that I have never had one.  Discussion with some colleagues suggests that they are similarly unfamiliar with this sort of process.


To summarize, if we are interested in gathering the intuitions rather than reasoned-to judgments of non-philosophers (and wide-tent traditionalists should be), we should adopt experimental methods that suppress reasoned-to judgments.  There are some prima facie reasons to be concerned about using such methods.  However, these either do not stand up to scrutiny, or can be addressed by changes to our experiments.

4.3.  Using bizarre thought experiments
Even if we can reliably gather intuitions, we must also be concerned about gathering reliable intuitions.  Above I argued that we can increase the evidential value of intuitions used in inductive arguments by gathering them in response to bizarre thought experiments.  One might worry, though, that bizarre thought experiments generate inaccurate intuitions.  This is a serious concern, and not one that can be ignored.  However, when we look more closely at why one might think bizarre thought experiments generate inaccurate intuitions, we see that these worries are not so serious that we should give up the use of bizarre thought experiments.

The worry can’t be that we should not trust any intuitions about cases that we haven’t previously considered.  Wide-tent traditionalists are committed to the view that we can have accurate intuitions about situations we have not previously categorized:  if we could not, then intuitions could not themselves give us insight into any philosophically interesting facts.  This is because intuitions would at best only be reports of previous categorization judgments, which would have to be grounded in introspection, sense experience, or reasoning about those.  Philosophers inclined to see intuitions as a unique source of evidence must then accept that intuitions about novel situations can be accurate.  So what can ground concern about bizarre cases?

Perhaps bizarre cases are likely to have features that cause false intuitions.  After all, I’ve argued that non-bizarre cases are likely to have features that are problematic - their superficial similarity to previously considered cases can cause us to base our intuition incorrectly on a judgment about that previously considered case.  So we know that the features of a thought experiment can cause false intuitions.  Should we worry about the features of bizarre cases?  If so, which?

To really evaluate this concern, we need to make some distinctions.  Let’s distinguish between the surface features of a thought experiment, the intermediate features of a thought experiment, and the target feature(s) of a thought experiment.  The target features of a case are those that we are trying to study by eliciting intuitions about the case.  The surface features of a case are those that are explicitly stated in the thought experiment.  And the intermediate features of a case are those that are inferred, tacitly or explicitly, about the situation described (typically as a step along the way to having an intuition about the case).  To illustrate, consider the following thought experiment:  “A doctor pulls the plug on a dying patient, and the patient dies.”  Intuitors are asked if the doctor killed the patient or not.  The target feature of the thought experiment is the status of the doctor’s action as a (non-)killing.  The surface features of the thought experiment are that there is a doctor and a patient and a plug, and so forth.  One possible intermediate feature is that the patient died because the doctor pulled the plug (rather than, say, due to a previously administered poison that coincidentally acted right after the plug was pulled); this is intermediate since it must be inferred, but is not the thing we want to learn about.
Given these distinctions, how should we spell out the concern that bizarre cases generate inaccurate intuitions?  The concern might be that bizarre cases are likely to have misleading surface features – features that cause mistakes in intuitions – just as the surface features of non-bizarre cases (their resemblance to previously considered cases) can cause mistakes in intuitions.  I don’t think we should have this concern at present, however, as there is no evidence to motivate it.  I cited psychological research that suggests that non-bizarre cases are prone to cause systematically mistaken intuitions, but any such claim about bizarre cases is (to the best of my knowledge) merely speculative.  Certainly we will have false intuitions about some bizarre cases, but we also have false intuitions about non-bizarre cases as well; this fact by itself is not enough to show that we should avoid bizarre cases in general.

Another way of spelling out concern about the use of bizarre cases might be to say that when considering them we are likely to make mistakes about what their surface or intermediate features actually are, and this is likely to lead to false (or misleading) intuitions.  This differs from the worry in the previous paragraph, which was that we would correctly recognize the surface features of a bizarre thought experiment, but that these would mislead our intuitions.

I don’t think we should be seriously concerned about our ability to recognize the surface features or intermediate features of bizarre cases in general.  I admit that there probably are some surface features that we can’t recognize, or that our intuitive faculties can’t use to make judgments.  For example, some philosophers (e.g. Parfit, 1984) worry that thought experiments about utility monsters require our intuitive faculties to be able to make use of explicitly presented information about very large numbers, which they cannot do, and I find that plausible.
  When we discover such features, we shouldn’t trust intuitions about cases that have them.  But this is not a worry we should have about all bizarre cases, nor should we assume this will happen for any particular bizarre thought experiment in the absent of evidence.  Bizarre cases can be created, for example, by combining “ordinary” surface features in ways that are atypical, or by using atypical surface features that are not so far out of the ordinary that we cannot recognize or make use of them.  We can sometimes call more attention to worrisome surface features, helping people to recognize them.  When we have these concerns about intermediate features, we may be able to address them by making them surface features – telling people that they are there.  

But this might not assuage all worries, or might bring up other concerns (for example, if we make our cases too detailed, participants in our experiments might start thinking too much). Fortunately, there is another way to address the possible problem.  Remember, we are discussing methodological reforms that include gathering of data experimentally and using large quantities of data to make inductive arguments.  If we worry that intuitors in our experiments are mis-identifying surface or intermediate features of our thought experiments, we can test for this.  We can elicit intuitions or judgments about the surface and intermediate features of cases as well as the target features.  This will tell us what case the target intuitions are about – the case as we intended it to be construed, or one that is the product of the intuitors’ interpretations.  As long as the latter is not the case for every possible bizarre thought experiment on a given topic of interest, we can use bizarre thought experiments to study that topic.  If we find that a particular thought experiment is overly subject to failures of interpretation, we have to go back to the drawing board and design a better thought experiment.  That doesn’t make bizarre thought experiments bad, however, it just means that using them well will sometimes be difficult.
  Since using them is important to avoiding systematic errors, and increasing the power of our data, this difficulty is worthy confronting.
5.  Conclusion


I have considered two related calls for reform of wide-tent traditionalist methodology.  First, we have reasons to use the intuitions of non-philosophers as data in making philosophical arguments.  This is partly because intuitions are fallible, which leads to the second reform discussed:  using intuitions as data in inductive, rather than deductive, arguments.  However, even (and especially) if we do accept these reforms, we should not give up core components of the traditionalist method; to some extent, the old ways are the best.  We should continue to use intuitions as data.  If we use them as data in inductive arguments, then we should prefer intuitions about bizarre cases to those about ordinary cases.  However, in light of a number of philosophical and empirical concerns, doing each of these well will probably require change.  We should look to psychology to discover ways of ensuring that we are really studying intuitions, and that these intuitions are really responses to the thought experiments we intend to use.  These latter changes go beyond those typically suggested by current calls for reform, and are a lot of work.  But, as I see it, our commitment to the tenets of traditionalism, and to the truth, compel us in this innovative direction.
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�	Wide-tent traditionalists are also interested in learning truths that go beyond tautologies and contradictions.  Because of this, they require data with which to work (although this data may be knowable a priori); they cannot learn what they want about the topics of interest through logic alone.  For example, we know about goodness that nothing is both good and not good simultaneously, and we can learn that through logic alone, but we cannot learn anything more substantive without some data about goodness.  Thanks to Jonathan Ichikawa for calling my attention to this point.


� Each of these philosophers is interested in learning about non-conceptual and non-linguistic things via intuitions:  Huemer (2005) believes that intuitions are necessary for learning certain ethical truths, and denies that these truths are determined or constituted by facts about human psychology and concepts; BonJour (1998) grapples with worries about how intuitions are caused by the objects of philosophical scrutiny, a worry that would be relatively trivial if he thought these objects were concepts or word meanings; Bealer’s work talks about concepts a great deal, but close reading of it and discussion with Bealer indicates that he takes these to not be concepts in any psychological sense; examples Weinberg gives as requiring human data (such goodness and rationality) are not areas where the facts are constituted or determined by concepts or meanings.


� These can come apart.  For example, one might use intuitions as evidence but refuse to use intuitions about bizarre cases, or use them in deductive arguments.  However, we will see they do tend to hang together; later I will argue that if we give up the use of philosophers’ intuitions as data, then we also have more reason to be dubious of deductive arguments based on intuitions.


�	I’ve borrowed some language from George Bealer (1998); while there is a range of fairly nuanced views on the matter, there is quite a bit of agreement on these points.  [removed for blind review]


�	 [removed for blind review].


�  There might be cases where an agent reasons to the belief that P and forgets how they did so.  Typically in such cases, their reasoned-to belief is at most as justified after they’ve forgotten how they reasoned to it as it was before.  However, the person might assume (perhaps justifiably) that they had a better evidential basis for the belief that P than they actually did, and perhaps this would make their reasoned-to belief that P more justified once they have forgotten how they reasoned to it than it was when they still remembered.  I’m not sure if this is correct, but, even if it is, this would not make reasoned-to beliefs the sort of evidence philosophers should be interested in.


� If you aren’t fully convinced, consider this kind of thing in a betting context.  Say that E is the total evidence about the probability that P (say that it is .999); this evidence warrants betting as if P was .999 likely to be true.  It shows that the probability of P is sufficiently high that Fred reasons to the judgment that P.  But if that gives him evidence that P, he could have a credence in P that is higher than .999, and so rationally make bets as if P were more likely than .999.  That is bad gambling behavior, and violates Lewis’ Principal Principle (Lewis, 1980) (you decide which is worse).


I have also been asked in the past how the argument given in this paragraph fits with Williamson’s claim that E=K, and with worries about bootstrapping.  The point I am making here is orthogonal to both issues, I think.  Bootstrapping is using judgments that P as evidence for Q (usually that one is a reliable judge), not for P.  Accepting E=K does not, as far as I can tell, require accepting that one’s knowledge that P gives one additional evidence that P beyond whatever that knowledge is based on; if it does, then see my argument above for why I would reject that.


�	 In some cases we will not have in-practice access to the data on which these judgments are based.  In such cases, these judgments are evidence, but we should of course be a bit dubious of them.


�	This does not mean that philosophers have reason to be interested in all intuitions.  It may be that intuitions about certain cases are easily swayed by context, or changes in the wording of thought experiments.  Such intuitions may not be useful data, although I take no stand on this issue.  Even if philosophers should be or are only interested in “stable” or “considered” or “deep” intuitions, each of these is still distinct from reasoned-to judgments.


� What about a case where Jacqueline’s feeling is based on unconscious reasoning from an acceptance of deontological principles?  If her acceptance of these principles is conscious, then this case would be orthogonal to the views I’m discussing:  on the views I’m attributing to Talbot (2009) and BonJour (1998), intuitions are (sometimes) based on information we don’t have intuition-independent access to, and not just acceptance of a view.  If the intuition is based on unconscious acceptance of deontological principles, where that acceptance is based on information that we don’t have intuition-independent access to, then the intuition is based on information that is “new” to Jacqueline’s conscious mind, and would give her new evidence.


� Although see Williamson (2007) for interesting evidence that philosophers often report what I would call reasoned-to judgments when saying they are reporting intuitions.


� The inference to the best explanation approach is, to my mind, a (potentially) more formal version of the reflective equilibrium approach to theory generation.  On the reflective equilibrium approach, we take our data (including intuitions), weigh it, and look for a theory that best fits as much of the data as we can.  However, we are typically willing to revise at least some of our data, even our intuitions; since intuitions are not under our control, this “revision” is really just not using them in building the final result.  This is like inference to the best explanation, since such inferences do their best to generate a result that makes use of all the data, but need not.


�	Non-fully-independent voting can generate good data as long as there is enough independence.  See Ladha, 1992.


�	 A more precise and accurate characterization of the problem is beyond what I have space for here, and does not make much difference to the points I am arguing for.  For more on independence in voting approaches to theory confirmation, see Goldman 2010, or any of the literature on Condorcet’s Jury Theorem.  


�	See Murphy, 2002, chapter 4 for an overview of exemplar effects in perception-based judgments, and Smith, 1992, for data on exemplar effects in intuitive social judgment.


�	 See e.g. Kahneman & Frederick, 2002 for such a theory.


�	What makes a thought experiment bizarre in the appropriate way is a complicated issue.  It is clearly relative to time and location; teletransportation might have been bizarre to Americans earlier in the 20th century, but post Star Trek, it is has been the subject of much social “discussion.”  It also depends on whether we are concerned about structural or superficial similarities between a thought experiment and some topic of social “discussion.” Altering superficial aspects of a case might reduce exemplar effects, but not affect the fact that a case resembles in less superficial ways one portrayed on television the night before.


�	Distracted observers reported the speakers’ actual views (and not those they endorsed in the speech) when asked.


� See Bengson, forthcoming, for this concern raised in a somewhat different context (he argues that all experimental philosophy might be gathering guessing).


� Intuitions might be swayed by irrelevant factors as well – this is one of the things that experimental philosophers claim to have discovered.  One might worry that we cannot detect a difference between results produced by guesses and results produced by unstable intuitions.  There is, however, a difference between the irrelevant factors that we should expect to affect guesses and the ones that may have been shown to affect intuitions.  Guesses can be very heavily affected by factors that play no evidential role in cognition about the judgment at hand, whereas to date we have only seen that intuitions are affected by factors that we think should not affect them, but that plausibly are either taken as evidence or affect the evidence considered when making the judgment studied.  For example, looking at thought experiments in different orders sometimes affects judgments, but this is not a sign that these judgments are guesses, since what happened in one thought experiment could be plausibly seen as relevant to one’s understanding of the next one.  The influence of moral factors on judgments of intentionality (e.g. Knobe, 2003) is perhaps inappropriate, but it also makes sense that intuitions (and not just guesses) would be so affected, because the blameworthiness of some person described in some thought experiment could be seen as evidence that they must have acted intentionally.


� Suggested to me by Michael Huemer.  Confidence is correlated with the stability of philosophical judgments (Wright, 2010), which at least suggests that it is a sign of not having guessed.


� Thanks to [removed for blind review] for this example.


� We might find that some level of bizarreness does make it generally difficult for our intuitive faculties to identify the surface or intermediate features of a thought experiment.  If so, we should look for the “sweet spot,” so to speak, for thought experiments, where they are novel enough to reduce the effects of communication but familiar enough that subjects can still have reliable intuitions about them.





